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Online Decision Making

Examples:  multi-armed bandits, contextual bandits, episodic MDP, etc.



Online Decision Making with Corrupted Samples

Examples:  multi-armed bandits, contextual bandits, episodic MDP, etc. 



Corrupted Multi-Armed Bandits and MDPs

Lykouris et al. (2018)

Lykouris et al. (2021)

Gupta et al. (2019)

Chen et al. (2021) 

Zimmert and Seldin (2019)

(only allow corruption in reward)

Jin et al. (2021) 

(only allow 𝐶 ≤ 𝑇)



Observations

There are obstacles in extending from MAB to MDP:  if transition is corrupted, 
previous works only tolerate 

→ Difficulties come from “      is unknown” 

But if       is known,  the tight bound                                           can be easily achieved.  

(Lykouris et al. (2021):  UCB + widened confidence interval)



Contributions

Meta 

Algorithm 1

Meta

Algorithm 2



Implications of the Reduction

Algorithm Regret Limitations

Lykouris et al., 2021

Chen et al., 2021 computationally inefficient

Jin et al., 2021 only for corrupted reward

Ours

Tabular MDP



Algorithm Regret Limitations

Li et al., 2019

Bogunovic et al., 2020/2021

Lee, et al., 2021 only for linearized corruption

Ours

Foster et al. 2020

Ours
Computationally inefficient

Lykouris et al., 2021

Ours
Computationally inefficient

Linear bandit

Linear contextual bandit

Linear MDP



Algorithm Regret Limitations

Ours computationally inefficient

MDPs with low Bellman-Eluder dimension



Meta Algorithm 1



Simplified Formulation

Idea 1.  Confidence region via regret bounds

Idea 2.  Robustness through sub-sampling 



Idea 1.  Confidence region via regret bounds

Suppose that we run                      under 



Idea 2.  Robustness through sub-sampling (Lykouris et al., 2018) 

uncorrupted

corrupted

round



Fast learner Slow learner



Slow learnerFast learner

contradiction



Algorithm



Meta Algorithm 2



Limitation of Meta Algorithm 1

Always have Reg = Ω 𝑇

(using Hoeffding’s ineq. to construct confidence interval)



Phase 1 Phase 2 Phase 1 Phase 1 …

Phase 1 (exploration phase) Phase 2 (concentration phase)

?
?

?

Phase 2

Identify a candidate
optimal policy ො𝜋

concentrate monitor

ො𝜋

If ො𝜋 doesn’t look like 
the optimal policy….

Inspired by [Bubeck and Slivkins 2012, Auer and Chiang, 2016, Lee et al., 2021]



?

Identify ො𝜋

ො𝜋

Phase 1 Phase 2

Iteration 1 Iteration 2 Iteration 3

Properties we show: 



Phase 1 Phase 2

?
?

?

Identify a candidate
best policy ො𝜋

concentrate monitor

ො𝜋

Meta Algorithm 1 Special 2-armed bandit algorithm

ො𝜋 Meta Algorithm 1
over Π ∖ ො𝜋



Summary and Open Problem

Meta 

Algorithm 1

Meta

Algorithm 2


