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## Multi-Armed Bandit

- For $t=1, \ldots, T$,
- Player picks arm $i_{t} \in\{1, \ldots, K\}$
- Adversary reveals the loss of arm $i_{t}: \ell_{t, i_{t}} \in[0,1]$ (but not $\ell_{t, i}$ for $i \neq i_{t}$ )
- Player suffers loss $\ell_{t, i_{t}}$ in this round
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Target of this work: designing algorithms that always have (nearly) minimax regret guarantee $(\mathcal{O}(\sqrt{K T}))$ but are much better when data is easy.

## Result 1: Best of both worlds
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- Much SIMPLER algorithm and analysis: no extra statistical tests are required
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- Application: faster convergence $\left(1 / T^{\frac{3}{4}}\right)$ for multi-player games with bandit feedback ( $\sim$ [Rakhlin\&Sridharan'13, Syrgkanis et al.'15, Abernethy et al.'18]). Typical bandit algorithm: $1 / \sqrt{T}$.
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## Open Problems:

- Parameter-free algorithms that achieve $\sqrt{K Q_{i^{*}}}$ and $K \sqrt{V_{i^{*}}}$.
- Second-order path-length bound for bandit
- Extensions to other bandit settings (e.g., linear/contextual)

